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1
WRITING MESSAGE TO CONTROLLER
MEMORY SPACE

FIELD

This disclosure relates to writing a message to an input/
output (I/O) controller memory space.

BACKGROUND

In one conventional computing arrangement, a client and a
server include respective 1/O controllers that are capable of
communicating with each other using a Remote Direct
Memory Access (RDMA) protocol. In order to transfer data
from the server to the client, the data and a descriptor pointing
to the data are both written to the server’s main system
memory. Thereafter, in response to a doorbell provided to the
server’s 1/O controller, the server’s 1/0 controller reads the
descriptor. The server’s 1/O controller then reads the data
pointed to by the descriptor. The server’s /O controller then
transmits the data to the client. As can be appreciated, the
latency involved in the data transfer from the server to the
client increases with the number of main memory read opera-
tions carried out by the server’s 1/O controller.

In order to try to reduce the latency associated with the
server main memory read operations, it has been proposed to
place the data in line (e.g., in or near) the descriptor in the
server’s main system memory. However, even using this tech-
nique, the latency involved in carrying out the data transfer
from the server to the client may remain greater than desir-
able.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

Features and advantages of embodiments will become
apparent as the following Detailed Description proceeds, and
upon reference to the Drawings, wherein like numerals depict
like parts, and in which:

FIG. 1 illustrates features in an embodiment.

FIG. 2 illustrates features in an embodiment.

FIG. 3 illustrates features in an embodiment.

FIG. 4 illustrates features in an embodiment.

FIG. 5 illustrates features in an embodiment.

FIG. 6 illustrates features in an embodiment.

Although the following Detailed Description will proceed
with reference being made to illustrative embodiments, many
alternatives, modifications, and variations thereof will be
apparent to those skilled in the art. Accordingly, it is intended
that the claimed subject matter be viewed broadly.

DETAILED DESCRIPTION

FIG. 1 illustrates a system embodiment 100. System 100
may include client 10 that is communicatively coupled, via
network 50, to server 20. In this embodiment, the terms “host
computer,” “host,” “server,” “client,” “network node,” and
“node” may be used interchangeably, and may mean, for
example, without limitation, one or more end stations, mobile
internet devices, smart phones, media devices, input/output
1/0 devices, tablet computers, appliances, intermediate sta-
tions, network interfaces, clients, servers, and/or portions
thereof. Although client 10, server 20, and network 50 will be
referred to in the singular, it should be understood that each
such respective component may comprise one or more (e.g.,
a plurality) of such respective components without departing
from this embodiment. In this embodiment, a “network” may
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be or comprise any mechanism, instrumentality, modality,
and/or portion thereof that permits, facilitates, and/or allows,
at least in part, two or more entities to be communicatively
coupled together. Also in this embodiment, a first entity may
be “communicatively coupled” to a second entity if the first
entity is capable of transmitting to and/or receiving from the
second entity one or more commands and/or data. In this
embodiment, data and information may be used interchange-
ably, and may be or comprise one or more commands (for
example one or more program instructions), and/or one or
more such commands may be or comprise data and/or infor-
mation. Also in this embodiment, an “instruction” may
include data and/or one or more commands.

Host 20 may comprise circuitry 118 that may comprise one
or more host processors (HP) 12, host main system memory
21, and/or I/O controller 120. One or more host processors 12
may be or comprise one or more multi-core host processors
that may comprise a plurality of host processor core (HPC)
central processing units (CPU) 12A . . . 12N. Although not
shown in the Figures, server 20 also may comprise one or
more chipsets (comprising, e.g., memory, network, and/or
1/O controller circuitry). Controller 120 may comprise a
remote direct memory access (RDMA) network interface
controller (NIC) 210. Of course, without departing from this
embodiment, controller 120 advantageously may (alterna-
tively or additionally) be or comprise another type (e.g., stor-
age and/or NIC) of controller (e.g., other than and/or in addi-
tional to an RDMA NIC). Controller 120 and/or RDMA NIC
(RNIC) 210 may comprise, at least in part, memory space 60.
Alternatively or additionally, memory space 60 may be asso-
ciated with, at least in part, controller 120 and/or RNIC 210
(e.g., in such a manner as to be closely coupled to controller
120 and/or RNIC 210, at least in part). In this embodiment, a
memory space may comprise one or more contiguous and/or
non-contiguous locations in memory. In this exemplary
embodiment, memory space 60 may be or comprise, for
example, one or more memory mapped I/O (MMIO) spaces
that may be accessible using the same or similar commands as
those used to access memory 21, and/or that may comprise
other and/or additional types of memory (e.g., uncacheable
and/or write combining) as may be comprised in memory 21
(e.g., write back). In this embodiment, memory space 60 may
comprise one or more controller address spaces that may be
mapped to HP memory space. These one or more controller
address spaces may be associated with aresource set that may
be implemented and/or controllable via one or MMIO opera-
tions. The particular addresses that may be assigned to the
resource set may be dynamically managed and/or allocated
(e.g., during run time), and the resource set may not be allo-
cated advertised to at least certain software entities or queues.
Also in this embodiment, a location in memory may be or
comprise one or more portions of the memory that are capable
of being accessed, at least in part. In this embodiment, an
access of a memory may comprise one or more reads of
and/or writes to the memory. NIC 210, controller 120, HP 12,
and/or HPC 12A . . . 12N may be capable of accessing
memory 21 and/or of communicating with each other, via one
or more such chipsets. In this embodiment, client 10 may be
remote (e.g., geographically remote), at least in part, from
host 20.

In this embodiment, “circuitry” may comprise, for
example, singly or in any combination, analog circuitry, digi-
tal circuitry, hardwired circuitry, programmable circuitry, co-
processor circuitry, state machine circuitry, and/or memory
that may comprise program instructions that may be executed
by programmable circuitry. Also in this embodiment, a pro-
cessor, HP, CPU, processor core (PC), HPC, core, and con-
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troller each may comprise respective circuitry capable of
performing, at least in part, one or more arithmetic and/or
logical operations, and/or of executing, at least in part, one or
more instructions. Although not shown in the Figures, server
20 may comprise a graphical user interface system that may
comprise, e.g., a respective keyboard, pointing device, and
display system that may permit a human user to input com-
mands to, and monitor the operation of, server 20 and/or
system 100. Also in this embodiment, memory may comprise
one or more of the following types of memories: semicon-
ductor firmware memory, programmable memory, non-vola-
tile memory, read only memory, electrically programmable
memory, random access memory, flash memory, magnetic
disk memory, optical disk memory, and/or other or later-
developed computer-readable and/or writable memory.

One or more machine-readable program instructions may
be stored, at least in part, in memory 21. In operation of server
20, these machine-readable instructions may be accessed and
executed by one or more host processors 12, one or more HPC
12A . . . 12N, controller 120, and/or NIC 210. When so
executed, these one or more machine-readable instructions
may result in one or more operating systems (OS) 31, one or
more drivers 33, and/or one or more application processes
121A . ..121N being executed at least in part by one or more
HP 12 and/or HPC 12A .. . 12N, and also becoming resident
at least in part in memory 21. Also when these machine-
readable instructions are executed by one or more host pro-
cessors 12, one or more HPC 12A . . . 12N, controller 120,
and/or NIC 210, these one or more instructions may result, at
least in part, in one or more of these components, one or more
drivers 33, and/or one or more OS 31, establishing and/or
maintaining, at least in part, one or more messages 190A . . .
190N, one or more queues 119, and/or one or more tracking
tables 151 in memory 21, at least in part. In this embodiment,
one or more queues 119 may comprise one or more comple-
tion queues (CQ) and/or one or more send queues (SQ) 126
(see FIG. 3). In this embodiment, a message may comprise
one or more symbols and/or values, such as, for example, a
descriptor to be written to un MMIO space. By way of
example, in this embodiment, a message may be or comprise
one or more structures written by one or more HPC to one or
more I/O controller MMIO spaces. For example, in this
embodiment, instead of being stored in memory 21, such a
message may be instantiated as a result, at least in part, of
being first stored in a not shown CPU register and directly
written from the register into the /O controller MMIO space.

In this embodiment, one or more drivers 33 may be mutu-
ally distinct from one or more OS 31, at least in part. Alter-
natively or additionally, without departing from this embodi-
ment, one or more respective portions of one or more OS 31
and/or drivers 33 may not be mutually distinct, at least in part,
from each other and/or may be comprised, at least in part, in
each other. One or more OS 31 may facilitate, at least in part,
execution and/or residence of one or more application pro-
cesses 121A . . . 121N in memory 21. Likewise, without
departing from this embodiment, 1/O controller 120 and/or
RNIC 210 may be distinct from (at least in part), or alterna-
tively, may be comprised in at least in part) the one or more
not shown chipsets and/or HP 12. Also without departing
from this embodiment, one or more portions of memory 21
may be comprised in RNIC 210, controller 120, and/or HP 12.

In this embodiment, a portion or subset of an entity may
comprise all or less than all of the entity. Also, in this embodi-
ment, a process, thread, daemon, program, driver, operating
system, application, kernel, and/or virtual machine monitor
each may (1) comprise, at least in part, and/or (2) result, at
least in part, in and/or from, execution of one or more opera-
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tions and/or program instructions. In this embodiment, a
driver may be, comprise and/or result from, at least in part,
one or more kernel drivers and/or user space libraries.

In this embodiment, a queue, buffer, and/or doorbell may
comprise one or more locations e.g., specified and/or indi-
cated, at least in part, by one or more addresses) in memory in
which data and/or one or more commands may be stored, at
least temporarily. In this embodiment, a doorbell message
may be or comprise data and/or one or more commands that
may indicate, at least in part, one or more events, operations,
occurrences, and/or transactions that have taken place, at least
in part, and/or that are to take place, at least in part. Further-
more, in this embodiment, a queue element may be or com-
prise data and/or one or more commands to be stored and/or
stored in one or more queues, such as, for example, one or
more descriptors and/or one or more commands. Addition-
ally, in this embodiment, a pointer may indicate, address,
and/or specify, at least in part, one or more locations and/or
one or more items in memory. Also, in this embodiment, a
descriptor may comprise (1) data, and (2) one or more com-
mands (e.g., one or more RDMA commands) and/or infor-
mation associated, at least in part, with the data. Examples of
descriptors in this embodiment may include send queue ele-
ments, scatter gather lists, scatter gather elements, and/or
other structures, such as, for example, structures comprising
commands, inline data, and/or referenced data.

In this embodiment, the construction and/or operation of
host 20 and/or of the components thereof may be similar or
identical, at least in part, to the construction and/or operation
of client 10 and/or of the components of client 10. Alterna-
tively, without departing from this embodiment, the construc-
tion and/or operation of host 20 and/or of the components
thereof may differ, at least in part, from the construction
and/or operation of client 10 and/or of the components of
client 10.

1/O controller 120 and/or RNIC 210 may exchange data
and/or commands with client 10 via one or more 1/O opera-
tions (e.g., one or more I/O operations 130 and/or 132) via
network 50. In this embodiment, this exchange and/or these
one or more [/O operations may be in accordance with one or
more protocols that may comply and/or be compatible with
an RDMA (e.g., iWARP) protocol, Ethernet protocol, and/or
Transmission Control Protocol/Internet Protocol (TCP/IP)
protocol. For example, the RDMA protocol may comply
and/or be compatible with Recio et al., “An RDMA Protocol
Specification,” Internet Draft Specification, Internet Engi-
neering Task Force (IETF), 21 Oct. 2002. Also for example,
the Ethernet protocol may comply and/or be compatible with
Institute of Electrical and Electronics Engineers, Inc. (IEEE)
Std. 802.3-2008, Dec. 26, 2008. Additionally, for example,
the TCP/IP protocol may comply and/or be compatible with
the protocols described in Internet Engineering Task Force
(IETF) Request For Comments (RFC) 791 and 793, pub-
lished September 1981. Many different, additional, and/or
other protocols may be used for such data and/or command
exchange without departing from this embodiment (e.g., ear-
lier and/or later-developed versions of the aforesaid, related,
and/or other protocols).

In operation, circuitry 118 (e.g., one or more HPC 12A
and/or one or more drivers 33 executed by one or more HPC
12A) may execute one or more RDMA I/O operations 130
and/or 132 that may transmit and write data (e.g., data 199A)
from controller 120 and/or RNIC 210 to memory (not shown)
in client 10 in a manner that by-passes and/or is independent
of the involvement of (1) OS 31 in host 20 and/or (2) a not
shown OS that may reside and/or be executed in client 10. In
order to facilitate, initiate, and/or carry out these one or more
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operations 130 and/or 132, circuitry 118 (e.g., one or more
HPC 12A and/or one or more drivers 33 executed by one or
more HPC 12A) may write one or more messages 190A from
system memory 21 to memory space 60 in I/O controller 120
and/or RNIC 210. As shown in FIG. 2, one or more messages
190A may include both data 199 A and one or more descrip-
tors 181 A. The data 199 A may be included in the one or more
descriptors 181A. After this writing of the one or more mes-
sages 190A to memory space 60 (or contemporaneously, at
least in part, therewith), circuitry 118 (e.g., one or more HPC
12A and/or one or more drivers 33 executed by one or more
HPC 12A) may signal the I/O controller 120 and/or RNIC 210
that this writing has occurred. In this embodiment, this sig-
naling may be accomplished by and/or comprise any mecha-
nism, such as, for example, the writing of one or more door-
bell messages 212 A to one or more locations 208 in memory
space 60. In this embodiment, this signaling may be for the
purpose of and/or may result in flushing of one or more
write-combined bufters and/or may make data available to the
1/O controller 120. In this embodiment, one or more locations
208 may be or comprise one or more doorbells associated, at
least in part, with controller 120 and/or RNIC 210.

For example, in this embodiment, this writing of one or
more messages 190A may be carried out using a single write
operation 202A (e.g., involving one or more write-related
transactions of a not shown host bus system in host 20) to
write data involving (e.g., in this case, from) one or more
write-combined buffers (WCB, e.g., WCB 214A) associated
with and/or generated by, at least in part, one or more HPC
12A to one or more locations 206 in memory space 60. For
example, WCB 214 A may store, at least in part, data 199A
that may be comprised in one or more messages 190A, and
one or more messages 190A may be written to one or more
locations 206 using write operation 202A. In this embodi-
ment, a WCB may store, at least temporarily, data that may
have been collected and/or combined, for example, for trans-
mission via one or more burst mode transactions and/or bus
operations.

Prior to the writing of one or more messages 190A to one
or more locations 206, circuitry 118 (e.g., one or more HPC
12A and/or one or more drivers 33 executed by one or more
HPC 12A) may write (see operation 602 in FIG. 6) one or
more queue elements (QE, e.g., one or more send queue
elements (SQE) 196A) to one or more queues (e.g., one or
more SQ 126). The one or more SQE 196A may request, at
least in part, the execution by controller 120 and/or RNIC 210
of'one or more I/O operations 130, in the event of that (1) the
1/O controller 120 and/or RNIC 210 discard, at least in part,
the one or more messages 190A and/or (2) data 199A is to be
re-transmitted from 1I/O controller 120 and/or RNIC 210 to
client 10. In this embodiment, when written to one or more
locations 206, the one or more messages 190A may request,
at least in part, execution by controller 120 and/or RNIC 210
of'one or more I/O operations 132 that may correspond and/or
be identical (e.g., in substance and/or result), at least in part,
to the one or more I/O operations 130 that may be requested,
at least in part, by one or more SQE 196 A when one or more
SQE 196A are written to SQ 126. Accordingly, in this
embodiment, one or more messages 190A may correspond
and/or be identical, at least in part, to one or more SQE 196 A.

In order to signal controller 120 and/or RNIC 210 that the
one or more messages 190A have been (or are being contem-
poraneously) written to one or more locations 206 in memory
space 60, circuitry 118 (e.g., one or more HPC 12A and/or
one or more drivers 33 executed by one or more HPC 12A)
may write one or more doorbell messages 212A to one or
more locations 208 via one or more write operations 204A
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(see operation 604 in FIG. 6). These one or more write opera-
tions 204A may involve one or more write-related transac-
tions of the not shown host bus system in host 20, and may
constitute a ringing of the one or more doorbells associated
with the one or more locations 208. After being signaled that
one or more messages 190A have been written to one or more
locations 206 in memory space 60, controller 120 and/or
RNIC 210 may determine whether sufficient resources con-
temporaneously exist and/or are available in controller 120
and/or RNIC 210 to permit the one or more I/O operations
132 to be executed. Controller 120 and/or RNIC 210 may
make this determination based at least in part upon informa-
tion contained in the one or more tracking tables 151 and/or
resources that may be expected to be utilized if one or more
RDMA commands embodied in and/or indicated by one or
more descriptors 181 A in one or more messages 190A are to
be executed. In this embodiment, a resource may be, involve,
specify, and/or comprise one or more physical, logical, and/or
virtual (1) capabilities, facilities, functions, operations, por-
tions of circuitry, and/or processes, and/or (2) permissions
and/or scheduling to use such capabilities, facilities, func-
tions, operations, portions of circuitry, and/or processes. If
the controller 120 and/or RNIC 210 determine that insuffi-
cient resources exist and/or are presently available to permit
controller 120 and/or RNIC 210 to be able to carry out one or
more operations 132, controller 120 and/or RNIC 210 may
discard one or more messages 190A. In this embodiment, the
discarding of an entity may comprise the deleting and/or
overwriting of the entity, and/or the indicating that the entity
is available and/or amenable to be deleted and/or overwritten.
Controller 120 and/or RNIC 210 may assign and/or track, at
least in part, in one or more tables 151 the assignment of one
or more resources of controller 120 and/or RNIC 210 to carry
out the one or more operations 132 (and/or other RDMA
operations) requested to be carried out by controller 120
and/or RNIC 210. If one or more messages 190A are dis-
carded by controller 120 and/or RNIC 210, controller 120
and/or RNIC 210 may later execute one or more correspond-
ing operations 132, as a result, at least in part, of subsequent
processing of one or more SQE 196A.

Conversely, if controller 120 and/or RNIC 210 determine
that sufficient of such resources exist to permit one or more
operations 132 to be carried out, then controller 120 and/or
RNIC 210 may execute one or more operations 132 requested
by one or more messages 190A. In this case, controller 120
and/or RNIC 210 may not execute one or more operations 130
requested by one or more SQE 196 A unless retransmission of
data 199A is requested later by client 10 (e.g., in the event of
error in the transmission of data 199A to client 10 via one or
more operations 132 and/or in the receipt of such data 199A
by client 10).

For example, in operation, in this embodiment, the HPC
12A ... 12N may execute instructions that may result, at least
in part, HPC 12A . . . 12N and/or one or more drivers 33
writing currently, at least in part, multiple respective mes-
sages 190A . . . 190N concurrently from memory 21 to
memory space 60. Each of these messages 190A . . . 190N
may comprise respective data 199A ... 199N and a respective
descriptor 181 A ... 181N. The respective data 199A . .. 199N
may be comprised in the respective descriptors 181A . . .
181N that are comprised in the respective messages 190A . . .
190N. The respective descriptors 181A . . . 181N and/or
messages 190A . . . 190N may request that the I/O controller
120 and/or NIC 210 execute respective RDMA transactions
and/or operations to transfer and write respective data
199A . .. 199N into the not shown memory in client 10. This
concurrent writing of messages 190A . . . 190N may be
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carried out using respective, single write operations 202A . . .
202N (e.g., involving respective write-related transactions of
the not shown host bus system in host 20) to write respective
data involving (e.g., in this case, from) respective WCB
214A .. . 214N associated with and/or generated by, at least
in part, (e.g., respective) HPC 12A . . . 12N to one or more
respective locations 206 in memory space 60. For example,
WCB 214N may store, at least in part, data 199N that may be
comprised in one or more messages 190N, and one or more
messages 190N may be written to one or more respective
locations 206 using write operation 202N. Prior to the writing
of messages 190A . . . 190N to one or more respective loca-
tions 206, HPC 12A . . . 12N and/or one or more drivers 33
may write respective SQE 196A . . . 196N to SQ 126. The
SQE 196A . . . 196N may request, at least in part, the execu-
tion by controller 120 and/or RNIC 210 of respective RDMA
operations in the event of (1) respective discarding, at least in
part, by the /O controller 120 of respective messages
190A . . . 190N, and/or (2) respective retransmission of
respective data 199A . . . 199N from controller 120 and/or
RNIC 210 to client 10. In this embodiment, when written to
one or more respective locations 206, the respective messages
190A . . . 190N may request, at least in part, execution by
controller 120 and/or RNIC 210 of one or more respective
RDMA 1/O operations that may correspond and/or be identi-
cal (e.g., in substance and/or result), at least in part, to the one
or more respective RDMA /O operations that may be
requested, at least in part, by respective SQE 196A . . . 196N
when respective SQE 196A . . . 196N are written to SQ 126.
Accordingly, in this embodiment, respective messages
190A ... 190N may correspond and/or be identical, at least in
part, to respective SQE 196A .. . 196N.

In order to signal controller 120 and/or RNIC 210 that the
respective messages 190A . . . 190N have been written to one
or more respective locations 206 in memory space 60, HPC
12A ... 12N and/or one or more drivers 33 may write respec-
tive doorbell messages 212A . . . 212N to one or more respec-
tive locations 208 via respective write operations 204A . . .
204N. These respective write operations 204A .. . 204N may
involve respective write-related transactions of the not shown
host bus system in host 20, and may constitute respective
ringing of respective doorbells associated with the one or
more respective locations 208. After, contemporaneously,
and/or prior to (at least in part) being signaled that respective
messages 190A . . . 190N have been written to one or more
respective locations 206 in memory space 60, controller 120
and/or RNIC 210 may make respective determinations of
whether sufficient respective resources contemporaneously
exist and/or are available in controller 120 and/or RNIC 210
(e.g., at or near the respective times that the respective door-
bells are rung) to permit the respective RDMA 1/O operations
requested by the respective descriptors 181A . .. 181N and/or
respective messages 190A . . . 190N to be executed. Control-
ler 120 and/or RNIC 210 may make these respective deter-
minations (e.g., at or near the respective times that the respec-
tive doorbells are rung) based at least in part upon information
contained in the one or more tracking tables 151 and/or the
respective resources that may be expected to be utilized if the
respective RDMA commands embodied in and/or indicated
by the respective descriptors 181A . . . 181N are to be
executed.

Ifthe controller 120 and/or RNIC 210 determine that insuf-
ficient respective resources exist and/or are available for
execution of a respective message and/or respective descrip-
tor, controller 120 and/or RNIC 210 may discard that respec-
tive message and/or respective descriptor. Controller 120 and/
or RNIC 210 may assign and/or track, at least in part, in one
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or more tables 151 the assignment of respective resources of
controller 120 and/or RNIC 210 to carry out the respective
RDMA operations (and/or other operations) requested to be
carried out by the controller 120 and/or RNIC 210 by the
respective messages and/or respective descriptors. If a
respective message is discarded by controller 120 and/or
RNIC 210, controller 120 and/or RNIC 210 may later execute
one or more corresponding RDMA operations requested by
the respective corresponding SQE in SQ 126, as a result, at
least in part, of subsequent processing of that respective cor-
responding SQE.

Conversely, if controller 120 and/or RNIC 210 determine
that sufficient respective resources exist for execution of a
respective message and/or respective descriptor, controller
120 and/or RNIC 210 may execute the one or more respective
RDMA operations requested by that respective messages
and/or respective descriptor. In this case, controller 120 and/
or RNIC 210 may not execute the one or more respective
corresponding RDMA operations requested by the respective
corresponding SQE in SQ 126, unless subsequent retransmis-
sion of the respective data associated with that respective
corresponding SQE is requested by client 10 (e.g., in the event
of transmission and/or reception error involving that respec-
tive data).

In this embodiment, messages 190A . . . 190N may corre-
spond to only a subset of the SQE in SQ 126. In the aggregate,
this subset may consume less memory and/or request and/or
implicate fewer total RDMA I/O-related operations than may
be requested by the SQE in SQ 126 when taken in the aggre-
gate. Advantageously, size of the memory space 60 may be
reduced (e.g., compared to that which may be required if
every SQE in SQ 126 had a corresponding respective SQE in
SQ 126). Additionally or alternatively, in this embodiment,
the size of memory space 60 may be defined, at least in part,
by and/or with reference to the number of software entities
(e.g., link processes) that may be granted concurrently
granted write access to memory space 60. Advantageously,
this may permit the size of memory space 60 to be related to
the processing rate that is desired to be supported, and/or may
permit the size of memory 60 to be substantially independent
of'the number and/or sizes of the send queues. The respective
SQE 196A . . . 196N may comprise respective indications
110A . . . 110N of whether respective messages 190A . . .
190N are to be written (e.g., by HPC 12A . . . 12N and/or one
or more drivers 33) to the one or more respective locations
206 in memory space 60 that may correspond, at least in part,
to the respective SQE 196A . .. 196N. For example, if one or
more messages (e.g., one or more messages 190A) are to be
written to one or more locations 206 in memory 60 that
correspond, at least in part, to one or more SQE (e.g., one or
more SQE 196A) in SQ 126, then one or more indications
110A (e.g., included in and/or associated with those one or
more SQE 196 A) may so indicate. Conversely, if no message
is to be written to one or more locations 206 in memory 60 that
corresponds, at least in part, to a particular SQE (e.g., one or
more SQE 196B) in SQ 126, then one or more indications
110B (e.g., included in and/or associated with those one or
more SQE 196B) may so indicate.

After controller 120 and/or RNIC 210 completes a respec-
tive requested RDMA 1/O operation, controller 120 and/or
RNIC 210 provides to one or more drivers 33 and/or one or
more of the HPC 12A . . . 12N a respective completion
message. The respective completion message may include a
respective indication of whether the respective RDMA I/O
operation resulted from the execution of arespective SQE that
corresponds to a respective message in memory space 60 that
has been discarded. This information may be tracked (e.g., by
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HPC 12A . .. 12N and/or one or more drivers 33) in CQ 302
in the form of respective completion queue elements (CQE)
124A ... 124N. For example, the respective CQE 124A . . .
124N may include respective indications 165A . .. 165N that
may indicate such information. For example, if one or more
respective I/O operations associated with one or more CQE
124B resulted from the execution of one or more respective
SQE (e.g., one or more SQE 196B) that correspond to one or
more respective messages (e.g., one or more message 190B)
that had been written to memory space 60 but were discarded
by controller 120 and/or RNIC 210, then one or more indica-
tors 165B may so indicate. Conversely, if no such discarding
occurred, then one or more indicators 165B may so indicate.
Controller 120 and/or RNIC 210 may determine, at least in
part, whether such discarding may have occurred based at
least in part upon whether controller 120 and/or RNIC 210
executes a respective SQE (e.g., SQE 196 A) that includes an
indication that a corresponding message (e.g., message
190A) had been written to memory space 60, but which has
not been executed. In this case, it is logical to assume that the
corresponding message 190A was previously discarded by
the controller 120 and/or RNIC 210, and the controller 120
and/or RNIC 210 may determine that such discarding has
taken place.

In this embodiment, the default condition (subject to con-
straints described herein) may be that HPC 12A . . . 12N
and/or one or more drivers 33 may attempt to write to memory
space 60 as many messages corresponding to SQE 196A . . .
196N as possible. Accordingly, HPC 12A . . . 12N and/or one
or more drivers 33 may continue to attempt to write subse-
quent messages 190B (e.g., after writing one or more initial
messages 190A) to memory space 60 unless and/or until (1)
controller 120 and/or RNIC 210 have discarded one or more
messages, and/or (2) no additional space remains available in
one or more locations 206 to receive any additional message.
After condition (1) and/or (2) have occurred, HPC 12A . ..
12N and/or one or more drivers 33 may resume subsequent
message writing after the SQ 126 becomes empty. This may
be determined, for example, based upon whether any respec-
tive SQE is present in the SQ 126 that does not correspond to
arespective CQE in CQ 302. Advantageously, in this embodi-
ment, this opportunistic approach to directly pushing the
messages 190A . . . 190N to the memory space 60 may allow
write-combining to be employed in a variety of different
usage models, traffic flows, and/or environments, without
reducing efficiency or undesirably increasing complexity,
Further advantageously, in this embodiment, the respective
performance of respective sets of operations by HPC 12A . ..
12N and/or one or more drivers, on the one hand, and by
controller 120 and/or RNIC 210, on the other hand, may
proceed largely independently of each other. Advanta-
geously, this substantial decoupling of these two respective
sets of operations may permit each respective set to make
largely independent forward processing progress without
stalling the not shown system bus in the host 20, and without
introducing substantial hardware-software flow control
issues. Further advantageously, software processes may inde-
pendently write messages to memory space 60 without coor-
dinating their actions in this regard.

In this embodiment, processes 121A ... 121N may gener-
ate, at least in part, data that is to be transmitted via the RDMA
operations to the client 10 and/or may initiate generation of
requests for such data transmission. Accordingly, in order to
facilitate secure and/or independent access by processes
121A ... 121N to memory space 60, the processes 121A . ..
121N may belong to different respective security domains
404A ... 404N (see FIG. 4). For example, memory space 60
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may comprise multiple respective pages 402A . . . 402N to
which the application processes 121A . . . 121N may be
assigned and/or mapped. In this arrangement, no two respec-
tive processes (e.g., processes 121A and 121B) that belong to
different respective security domains (e.g., domains 404A
and 404B, respectively) may share a single respective one of
the pages 402A . . . 402N, however, processes belonging to
the same security domain may share one or more such pages.
Thus, for example, a single respective page (e.g., page 402A)
may not be mapped to two different respective processes
(e.g., both to processes 121A and 121B). In this embodiment,
respective data generated by, and/or one or more respective
messages whose generation is initiated by a respective pro-
cess, are to be written only to one or more respective pages
belonging to and/or associated with the respective process
and/or its respective security domain. For example, if data
199 A was generated by, and/or the generation of one or more
messages 190A was initiated, at least in part, by process
121A, then data 199A and/or one or more messages 190A
may only be written to the one or more pages 402A in
memory 60 that belong to and/or are associated with process
121A and/or security domain 404A, instead of other and/or
additional pages (e.g., pages 402B . . . 402N). Such secure
access to assigned pages may be facilitated, at least in part, by
the use of one or more respective secure references and/or
handles to the respective pages that may be associated with,
for example, respective queue pairs (QP) associated with the
respective processes assigned to the respective pages.

Additionally, one or more of the pages (e.g., 402A) may
comprise a plurality of portions 414A . . . 414N. Each one of
these respective portions (e.g., one or more portions 414A)
may be to accommodate one or more respective messages
(e.g., one or more messages 190A) to be written to these one
or more respective portions 414A. In this embodiment, these
one or more messages 190 A may correspond to, for example,
an entire respective queue element (e.g., SQE 196 A). Advan-
tageously, by dividing one or more pages 402A into multiple
such portions 414A . . . 414N multiple messages may be (e.g.,
contemporaneously) written to the same one or more pages
402A without acquiring a lock on the one or more pages
402A. Advantageously, the use of multiple security domains
in the manner of this embodiment may permit multiple con-
current flows and/or may allow multiple software entities to
be able to write concurrently to memory space 60 without the
need to coordinate their access to memory space 60.

In this embodiment, a security domain may comprise one
or more privileges and/or rights that may be associated with
and/or belong to one or more entities that may belong to, be
associated with, and/or be assigned to the security domain.
Also in this embodiment, a page of memory may comprise
one or more contiguous and/or non-contiguous memory loca-
tions.

Controller 120 and/or RNIC 210 may utilize one or more
tracking tables 151 to track, at least in part, one or more
assignments of one or more resources (e.g., shown symboli-
cally by element 141 in FIG. 1) of the controller 120 and/or
RNIC 210 to carry out one or more /O operations (shown
symbolically by element 133 in FIG. 1) that may be
requested, at least in part, by one or more messages (e.g., one
or more messages 190A). In this embodiment, a table may
comprise one or more data structures and/or elements, includ-
ing, but not limited to, those that may be tabular in nature. One
or more tables 151 may be sufficiently large to permit con-
current tracking of the in-flight processing of multiple mes-
sages 190A . .. 190N. The entries in one or more tables 151
may permit tracking of each incoming message written into
memory space 60 by associating with the incoming message
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(1) its page index (e.g., specifying which of the pages
402A . .. 402N in which it is written), (2) offset within the
indexed page, and/or (3) controller/RNIC resources assigned
to carry out the incoming message. If an associated message
already is being tracked in the one or more tables 151, one or
more entries that may correspond to the associated message
may be updated to include parameters associated with the
incoming message. Conversely, if no such associated mes-
sage is already being tracked, one or more new entries may be
added (if sufficient resources exist) to track the incoming
message. Further conversely, if insufficient resources exist
(including, for example, insufficient tracking resources and/
orresources associated with one or more tables 151) to permit
the adding of one or more such new entries, then the incoming
message may be discarded by the controller 120 and/or RNIC
210. Additionally, controller 120 and/or RNIC 210 may dis-
card the incoming message (e.g., message 190A) unless,
when controller 120 and/or RNIC 210 commences initial
processing of the message 190A, a queue element (e.g., SQE
196A) that corresponds to the message 190A is currently at
the head of the SQ 126. Advantageously, this may permit in
order processing of messages 190A . . . 190N written to the
memory space 60 with respect to SQE 196A .. . 196N. Also,
if the incoming message 190A belongs to a flow control
enabled and/or asserted class of traffic, the message 190A
may be discarded, in order to reduce the amount of memory
space 60 that might otherwise be allocated to store messages
belonging to that class of traffic.

Also in this embodiment, the resources that may be tracked
and/or assigned to an incoming message 190A by controller
120 and/or RNIC 210 may include, for example, allocation of
transmission scheduling credits to the incoming message
190A, the data 199A, and/or to the operation 132. For
example, in this embodiment, controller 120 and/or RNIC
210 may pre-allocate a subset 502 (see FIG. 5) of the total
available number (and/or amount) 504 of transmission credits
to a subset 505 of the total traffic 506 that is expected to be
scheduled for transmission from host 20, controller 120, and/
or RNIC 210 to client 10. This subset 502 may be predeter-
mined, at least in part, and/or may be determined dynami-
cally, at least in part. This subset 505 may be associated with
and/or correspond to the traffic that is expected to result from
execution of messages 190A . . . 190N. During and/or con-
temporaneous with, at least in part, the initial processing
and/or tracking of the incoming message 190A (and/or of one
or more resources assigned to carry out the one or more
operations 132) by the controller 120 and/or RNIC 210, the
controller 120 and/or RNIC 210 may determine, at least in
part, whether a sufficient number 510 of unallocated credits
exists in the subset 502 to allow transmission of the data 199A
(e.g., via one or more operations 132) to occur. Controller 120
and/or RNIC 210 may discard the incoming message 190A if
the controller 120 and/or RNIC 210 determines that the suf-
ficient number 510 of unallocated credits does not exist (e.g.,
that an insufficient number of unallocated credits exists to
allow the transmission of the data 199A). In this embodiment,
a transmission credit may allocate, assign, indicate, provide,
and/or imply permission, scheduling, and/or privilege asso-
ciated, at least in part, with transmission. Advantageously, by
appropriately selecting the number of credits in subset 502,
and/or of the bandwidth and/or priority of traffic classes
involved in this embodiment, undue discarding of incoming
messages and/or stalling of message processing may be
avoided, without substantially disrupting regularity of trans-
mit scheduling.

Also advantageously, credit replenishment in this embodi-
ment may be carried out using standard scheduling tech-
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niques, independently of the processing of messages 190A . ..
190N. In this embodiment, credits may be accumulated (e.g.,
up to a configurable limit), and if a number of pre-allocated
credits falls below a configurable threshold, a not shown
scheduler may request credit replenishment.

In this embodiment, the respective messages 190A . . .
190N and/or respective SQE 196A . . . 196N may comprise
multiple respective processor cache lines (not shown). HP 12
may stall data in the WCB 214A . . . 214N, and a synchroni-
zation event may be used to flush them. Writing of the door-
bells (e.g., using uncached memory in controller 120 and/or
RNIC 210) may result in flushing of the WCB 214A . .. 214N.
Alternatively, depending upon the construction and/or opera-
tion of HP 12, flushing of WCB 214A ... 214N in connection
with such stalling may not be utilized, without departing from
this embodiment. However, in this embodiment, employing
such uncached doorbell writes may permit flushing of the
WCB 214A . . . 214N and may indicate transaction comple-
tion (e.g., in connection with flushing ordering and/or writing
of'the messages 190A . .. 190N to memory space 60). Also in
this embodiment, although only a single QP (e.g., comprising
CQ 302 and SQ 126) has been illustrated in the Figures,
multiple respective QP may be employed and each such QP
may be associated with respective messages that may be
written to memory space 60.

Thus, an embodiment may include circuitry that may write
amessage from a system memory in a host to a memory space
in an I/O controller in the host. A host operating system may
reside, at least in part, in the system memory. The message
may include both data and at least one descriptor associated
with the data. The data may be included in the at least one
descriptor. The circuitry also may signal the I/O controller
that the writing has occurred. Advantageously, in this
embodiment, no host system memory reads by the controller
and/or RNIC in a host may be involved in carrying out an
RDMA data transfer from the controller and/or RNIC to a
client. Advantageously, this may substantially reduce the
latency involved in the RDMA data transfer to the client.
Further advantageously, in this embodiment, the RNIC
resources that may be employed in connection with such
messages may be dynamically managed and/or allocated
(e.g., “on the fly” by RNIC hardware without host software
involvement) without resulting in host bus interface stalling,
and/or without substantial coordination of such hardware
with host software.

Many other and/or additional modifications, variations,
and/or alternatives are possible without departing from this
embodiment. For example, although the I/O controller 120
has been primarily described in connection with network
connectivity, communication, and/or control functionality, in
addition or alternatively, controller 120 may comprise and/or
be used in connection with storage (e.g., storage networking)
functionality.

Other variations are also possible. For example, although
not shown in the Figures, one or more tracking tables 151
and/or one or more resources 141 may be comprised, at least
in part, in not shown private memory (e.g., not shown
memory that may be comprised (e.g., on-chip and/or in local
dynamic random access memory) in RNIC 210 and/or con-
troller 120, and/or may be accessible by or inaccessible to one
or more HP 12). Alternatively or additionally, one or more
tracking tables 151 and/or one or more resources 141 may be
comprised, at least in part, in memory 21 and cached, at least
in part, in controller 120 and/or RNIC 210. Further alterna-
tively or additionally, in order to advantageously permit an
intended processing ordering of send queue elements to be
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preserved, RNIC 210 may process a given message only if
that message is currently at the head of the message’s corre-
sponding send queue.

Many other variations also exist. Accordingly, this embodi-
ment should be viewed broadly as encompassing such alter-
natives, modifications, and variations.

What is claimed is:
1. An apparatus comprising:
circuitry to:
write a message from a system memory in a host to a
memory space in an input/output (I/O) controller in
the host, a host operating system to reside, at least in
part, in the system memory, the message including
both data and at least one descriptor associated with
the data, the data being included in the at least one
descriptor, the memory space having a size that is
based, at least in part, upon a number of software link
process entities granted concurrent write access to the
memory space; and
signal the I/O controller that the writing has occurred.
2. The apparatus of claim 1, wherein:
writing of the message to the memory space is carried out
using a single write operation that involves a write-
combined buffer associated with a host processor core;
and
the circuitry is also to write, prior to the writing of the
message, a queue element to a queue, the queue element
being to request, at least in part, execution by the 1/O
controller of an I/O operation involving the data in event
of discarding of the message by the I/O controller, the
1/0O operation corresponding to another /O operation to
be requested, at least in part, by the writing of the mes-
sage to the memory space.
3. The apparatus of claim 1, wherein:
the host comprises host processor cores to execute instruc-
tions that result, at least in part, in multiple respective
messages being written concurrently, at least in part, to
the memory space, the respective messages each com-
prising respective data and a respective descriptor asso-
ciated with the respective data, the respective data being
included in the respective descriptor; and
the /O controller comprises a remote direct memory
access (RDMA) network interface controller (NIC), the
respective messages being to request execution by the
RDMA NIC (RNIC) of respective RDMA transactions.
4. The apparatus of claim 1, wherein:
the circuitry is also to write, prior to writing of the message
to the memory space, a queue element to a send queue,
the queue element being to request, at least in part,
execution by the I/O controller of an I/O operation
involving the data in event of either of occurrence of (1)
discarding of the message by the I/O controller and (2)
retransmission of the data; and
the send queue includes a plurality of elements, each
respective element in the plurality of elements in the
send queue including a respective indication of whether
a respective message corresponding, at least in part, to
the respective element is to be written to the memory
space by the circuitry, the respective message including
respective data and a respective descriptor associated
with the respective data, the respective descriptor
including the respective data.
5. The apparatus of claim 4, wherein:
the circuitry is to continue to write one or more subsequent
messages to the memory space unless the discarding by
the 1/O controller occurs;
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after the discarding occurs, the circuitry to resume subse-
quent message writing after the send queue becomes
empty; and

the signaling comprises ringing at least one doorbell asso-
ciated with the I/O controller.

6. The apparatus of claim 1, wherein:

application processes are also to reside, at least in part, in
the host memory;

the memory space comprises multiple pages to which the
processes are to be mapped;

no two respective processes that belong to different respec-
tive security domains are to share a single respective one
of the pages; and

one or more of the pages comprise a plurality of portions,
each respective portion being to accommodate at least
one respective message to be written to the respective
portion, the at least one respective message correspond-
ing to an entire respective queue element and including
respective data and a respective descriptor associated
with the data.

7. The apparatus of claim 1, wherein:

the I/O controller is to track, at least in part, assignment of
one or more resources of the I/O controller to carry out
one or more I/O operations requested, at least in part, by
the message;

if insufficient resources exist in the I/O controller to permit
the one or more I/O operations to be carried out, the /O
controller is to discard the message; and

the I/O controller is to discard the message unless, when
the I/O controller processes the message, a queue ele-
ment that corresponds to the message is currently at a
head of a send queue, the queue element having been
written to the queue prior to, at least in part, the message
having been written to the memory space.

8. The apparatus of claim 7, wherein:

the one or more /O operations comprise transmission of
the data;

the I/O controller is to allocate a subset of a total available
number of transmission credits to a subset of total traffic,
the subset of the total traffic being associated, at least in
part, with the transmission of the data;

the 1/O controller is to determine, contemporaneously at
least in part with initial tracking of the one or more
resources, whether a sufficient number of unallocated
credits exists in the subset of the total number of trans-
mission credits to allow the transmission; and

the I/O controller is to discard the message if the 1/O
controller determines that the sufficient number of unal-
located credits does not exist.

9. A method comprising:

writing, by circuitry, a message from a system memory in
a host to a memory space in an input/output (I/O) con-
troller in the host, a host operating system to reside, at
least in part, in the system memory, the message includ-
ing both data and at least one descriptor associated with
the data, the data being included in the at least one
descriptor, the memory space having a size that is based,
at least in part, upon a number of software link process
entities granted concurrent write access to the memory
space; and

signaling, by the circuitry, the I/O controller that the writ-
ing has occurred.

10. The method of claim 9, wherein:

the writing of the message to the memory space is carried
out using a single write operation that involves a write-
combined buffer associated with a host processor core;
and
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the circuitry is also to write, prior to the writing of the
message, a queue element to a queue, the queue element
being to request, at least in part, execution by the 1/O
controller of an I/O operation involving the data in event
of discarding of the message by the I/O controller, the
1/0O operation corresponding to another /O operation to
be requested, at least in part, by the writing of the mes-
sage to the memory space.

11. The method of claim 9, wherein:

the host comprises host processor cores to execute instruc-
tions that result, at least in part, in multiple respective
messages being written concurrently, at least in part, to
the memory space, the respective messages each com-
prising respective data and a respective descriptor asso-
ciated with the respective data, the respective data being
included in the respective descriptor; and

the /O controller comprises a remote direct memory
access (RDMA) network interface controller (NIC), the
respective messages being to request execution by the
RDMA NIC (RNIC) of respective RDMA transactions.

12. The method of claim 9, wherein:

the circuitry is also to write, prior to the writing of the
message to the memory space, a queue element to a send
queue, the queue element being to request, at least in
part, execution by the 1/O controller of an I/O operation
involving the data in event of either of occurrence of (1)
discarding of the message by the I/O controller and (2)
retransmission of the data; and

the send queue includes a plurality of elements, each
respective element in the plurality of elements in the
send queue including a respective indication of whether
a respective message corresponding, at least in part, to
the respective element is to be written to the memory
space by the circuitry, the respective message including
respective data and a respective descriptor associated
with the respective data, the respective descriptor
including the respective data.

13. The method of claim 12, wherein:

the circuitry is to continue to write one or more subsequent
messages to the memory space unless the discarding by
the 1/O controller occurs;

after the discarding occurs, the circuitry to resume subse-
quent message writing after the send queue becomes
empty; and

the signaling comprises ringing at least one doorbell asso-
ciated with the I/O controller.

14. The method of claim 9, wherein:

application processes are also to reside, at least in part, in
the host memory;

the memory space comprises multiple pages to which the
processes are to be mapped;

no two respective processes that belong to different respec-
tive security domains are to share a single respective one
of the pages; and

one or more of the pages comprise a plurality of portions,
each respective portion being to accommodate at least
one respective message to be written to the respective
portion, the at least one respective message correspond-
ing to an entire respective queue element and including
respective data and a respective descriptor associated
with the data.

15. The method of claim 9, wherein:

the I/O controller is to track, at least in part, assignment of
one or more resources of the /O controller to carry out
one or more /O operations requested, at least in part, by
the message;
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if insufficient resources exist in the I/O controller to permit
the one or more I/O operations to be carried out, the /O
controller is to discard the message; and

the I/O controller is to discard the message unless, when
the I/O controller processes the message, a queue ele-
ment that corresponds to the message is currently at a
head of a send queue, the queue element having been
written to the queue prior to, at least in part, the message
having been written to the memory space.

16. The method of claim 15, wherein:

the one or more /O operations comprise transmission of
the data;

the I/O controller is to allocate a subset of a total available
number of transmission credits to a subset of total traffic,
the subset of the total traffic being associated, at least in
part, with the transmission of the data;

the 1/O controller is to determine, contemporaneously at
least in part with initial tracking of the one or more
resources, whether a sufficient number of unallocated
credits exists in the subset of the total number of trans-
mission credits to allow the transmission; and

the I/O controller is to discard the message if the 1/O
controller determines that the sufficient number of unal-
located credits does not exist.

17. Computer-readable memory storing one or more

instructions that when executed by a machine result in per-
formance of operations comprising:

writing, by circuitry, a message from a system memory in
a host to a memory space in an input/output (I/O) con-
troller in the host, a host operating system to reside, at
least in part, in the system memory, the message includ-
ing both data and at least one descriptor associated with
the data, the data being included in the at least one
descriptor, the memory space having a size that is based,
at least in part, upon a number of software link process
entities granted concurrent write access to the memory
space; and

signaling, by the circuitry, the I/O controller that the writ-
ing has occurred.

18. The computer-readable memory of claim 17, wherein:

the writing of the message to the memory space is carried
out using a single write operation that involves a write-
combined buffer associated with a host processor core;
and

the circuitry is also to write, prior to the writing of the
message, a queue element to a queue, the queue element
being to request, at least in part, execution by the 1/O
controller of an I/O operation involving the data in event
of discarding of the message by the I/O controller, the
1/0O operation corresponding to another /O operation to
be requested, at least in part, by the writing of the mes-
sage to the memory space.

19. The computer-readable memory of claim 17, wherein:

the host comprises host processor cores to execute instruc-
tions that result, at least in part, in multiple respective
messages being written concurrently, at least in part, to
the memory space, the respective messages each com-
prising respective data and a respective descriptor asso-
ciated with the respective data, the respective data being
included in the respective descriptor; and

the /O controller comprises a remote direct memory
access (RDMA) network interface controller (NIC), the
respective messages being to request execution by the
RDMA NIC (RNIC) of respective RDMA transactions.

20. The computer-readable memory of claim 17, wherein:

the circuitry is also to write, prior to writing of the message
to the memory space, a queue element to a send queue,
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the queue element being to request, at least in part,
execution by the I/O controller of an I/O operation
involving the data in event of either of occurrence of (1)
discarding of the message by the I/O controller and (2)
retransmission of the data; and

the send queue includes a plurality of elements, each
respective element in the plurality of elements in the
send queue including a respective indication of whether
a respective message corresponding, at least in part, to
the respective element is to be written to the memory
space by the circuitry, the respective message including
respective data and a respective descriptor associated
with the respective data, the respective descriptor
including the respective data.

21. The computer-readable memory of claim 20, wherein:

the circuitry is to continue to write one or more subsequent
messages to the memory space unless the discarding by
the 1/O controller occurs;

after the discarding occurs, the circuitry to resume subse-
quent message writing after the send queue becomes
empty; and

the signaling comprises ringing at least one doorbell asso-
ciated with the I/O controller.

22. The computer-readable memory of claim 17, wherein:

application processes are also to reside, at least in part, in
the host memory;

the memory space comprises multiple pages to which the
processes are to be mapped;

no two respective processes that belong to different respec-
tive security domains are to share a single respective one
of the pages; and

one or more of the pages comprise a plurality of portions,
each respective portion being to accommodate at least
one respective message to be written to the respective
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portion, the at least one respective message correspond-
ing to an entire respective queue element and including
respective data and a respective descriptor associated
with the data.

23. The computer-readable memory of claim 17, wherein:

the I/O controller is to track, at least in part, assignment of
one or more resources of the I/O controller to carry out
one or more I/O operations requested, at least in part, by
the message;

if insufficient resources exist in the I/O controller to permit
the one or more I/O operations to be carried out, the /O
controller is to discard the message; and

the I/O controller is to discard the message unless, when
the I/O controller processes the message, a queue ele-
ment that corresponds to the message is currently at a
head of a send queue, the queue element having been
written to the queue prior to, at least in part, the message
having been written to the memory space.

24. The computer-readable memory of claim 23, wherein:

the one or more /O operations comprise transmission of
the data;

the I/O controller is to allocate a subset of a total available
number of transmission credits to a subset of total traffic,
the subset of the total traffic being associated, at least in
part, with the transmission of the data;

the 1/O controller is to determine, contemporaneously at
least in part with initial tracking of the one or more
resources, whether a sufficient number of unallocated
credits exists in the subset of the total number of trans-
mission credits to allow the transmission; and

the I/O controller is to discard the message if the 1/O
controller determines that the sufficient number of unal-
located credits does not exist.
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